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Background: Compute-in-memory (CIM)
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Background: Shift Operation
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Background: Crossbar Utilization
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Comparison of crossbar utilization between the proposed 

isotropic shift-pointwise networks and some mainstream CNNs.



Shift Block Design 
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Comparison of existing shift operations (a)&(b) and the proposed (c) which comprises 8 directions. 2/3 of all channels 

are shifted in 8 directions, limiting data movement energy consumption while up-keeping output accuracy.



Shift Block Design 
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The dataflow and algorithm of the proposed shift block.



Isotropic Shift-Pointwise Network Architecture
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Isotropic Shift-Pointwise Network Architecture: (Upper). Pointwise-shift-pointwise (PSP) and (Lower) Shift-pointwise (SP). 

Except for the stem and head, the number of channels in all layers remains unchanged to form an isotropic architecture.

Digital Shift block: Spatial mixing Analog Pointwise Convolution: Channel mixing 



Hardware Shift Module Design
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Addressing mechanism and data flow in the proposed shift module: (a) Changes of the address pointer on the feature

map in 8 different shift modes; (b) Address change and output data rewritten to memory in shift module in 1-dimension.



Experiment Results
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TABLE I: Comparison of PSP and SP networks vs. mainstream CNNs (ResNet, VGG, and 

DenseNet40) trained on CIFAR-10 and deployed on 64×64 RRAM crossbars.

TABLE II: Comparison of PSP architectures against

mainstream CNNs such as ResNet, MobileNet w.r.t. Top-1

Accuracy on ImageNet dataset.

TABLE III: Comparison of energy consumption and 

latency of different models in the shift module.



Experiment Results

Boyu Li / The University of Hong Kong 1225 March 2024

Comparison between FP32, INT8 and INT4 among

various PSP and SP architectures on CIFAR-10 dataset.TABLE IV: Comparison of various PSP and SP 

architectures and ResNet for w.r.t. QAT Top-1 Accuracy 

for FP32, INT8 and INT4 on CIFAR-10/100 datasets.



Conclusion
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◼ We are among the first to design a lightweight isotropic shift-pointwise network with 

near-100\% RRAM crossbar utilization. The proposed PSP and SP networks outperform 

standard CNNs in model accuracy and hardware metrics.

◼ A novel reconfigurable and energy-efficient shift module is developed, enabling 

accurate characterization of the hardware metrics affiliated with the shift operation.

◼ We utilize an algorithm-hardware co-design to exploit shift operation in digital domain 

for spatial mixing and pointwise operation in analog domain for channel mixing.



Boyu Li / The University of Hong Kong 1425 March 2024

Thank you!
 Q&A
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