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Background:3D Point Clouds Detection
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Background:Network Compression

Zikun Wei / Southern University of Science and Technology 402 July 2024

[3] C. Ding, H. Ren, Z. Guo, M. Bi, C. Man, T. Wang, S. Li, S. Luo, R. Zhang, and H. Yu, “Tt-lcd: Tensorized-transformer 

based loop closure detection for robotic visual slam on edge,” in ICARM. IEEE, 2023, pp. 166–172. 

Tensor-train compression[3]



Fused Multi-head Tensor-compression for Attention
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Comparison between Our Compressed 
Attention and Conventional Attention



• The Overall Model Architecture with Fused Multi-head Tensorized 
Blocks for Attention and Feed Forward

Tensorized 3D Point Clouds Network
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Experiment Results
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TABLE I: The average accuracy and model 
size comparison on the KITTI dataset car
category 

TABLE II: Comparison between our fused multi-
head tensorized method and other 
compressed method



Experiment Results
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Accuracy Comparison of Our Compressed 
Models with Different Ranks 

Complexity Comparison of Our Compressed 
Operations with Different Ranks 



Conclusion
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◼ An end-to-end 3D point clouds voxel transformer based model is fully compressed by 

the tensor-compression. In comparison with uncompressed model, it achieves 6.04× 

times compression rate and 2.62% accuracy improvements. 

◼ A novel fused multi-head tensor compression for both attention and convolution is 

proposed to compress the model. 

◼ A tensor-train rank selection strategy is proposed with consideration of model size, 

computation load and accuracy during training.
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Thank you!
 Q&A
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